

[image: ]

EMR Consumer Deliberation – AI
Background

As part of their work supporting WA Health’s Electronic Medical Record (EMR) Program, the Health Consumers’ Council of WA hosted a Digital Health Deliberation to discuss AI. The session began with a panel discussion to unpack the topic of AI in health at a national, state and public hospital level. Dr Yves St James Aquino, Physician, ethicist and researcher at the University of Wollongong, whose current focus is on ethics and AI, gave both national and international insights; Prof Peter Sprivulis, WA Health’s Chief Clinical Information Officer gave a state-based update; and Dr Ryan Baer discussed an AI assisted clinical scribe project at North Metropolitan Health Service. A replay of this event can be found here.
After this, a group of more than thirty consumers deliberated on the topic of incorporating AI into the new EMR system for Western Australia. Participants expressed optimism about improved accuracy, coordination, and reduced administrative burden, but raised significant concerns about safety, reliability, privacy and confidentiality, transparency, and WA Health system readiness. Their comments have been summarised and themed and returned to them for validation.
Potential Benefits 
Patient safety
· There’s potential for AI to enhance clinical documentation clarity, which would in turn enhance our safety.
· AI could lead to better diagnoses, again enhancing our safety.
· It could also improve communication between providers to better join up our care and reduce repeat diagnostic tests.
Patient experience
· It could also free up clinician time, leading to a better patient experience.
· AI could improve referrals, outpatient bookings and manage the complex logistics that take away clinician and administrative staff’s time.
· An example of use in mental health was discussed when someone could flag that they are about to have a spiral episode by logging on via their phone, then have an AI therapy session which is captured in the system that the clinician could review and then track progress and address issues at the next appointment.

Consumer Empowerment
· We can work with clinicians to validate data e.g. discharge summaries etc. to ensure AI errors are minimised. Human oversight of AI generated output is key.
· AI could ensure records are updated instantly and provide the information in a way we can understand
· An AI-enabled EMR could help us navigate the system based on our particular requirements, link us to local services and practitioners etc. 
· AI could help us understand our condition, the model of care we could expect, if we’re getting the treatment we need. This could be the difference between life and death or our quality of life. 
Access
· AI-based counselling can be beneficial for some issues and free up clinician time for more complex cases and for more people to access help. 
Consumer involvement
· It’s important to have consumers co-design new AI initiatives as they directly impact us. There is strong consumer interest in which AI platform or tools will be implemented in WA.
· At the very least, our existing consumer engagement mechanisms such as Consumer Advisory Councils in hospitals need to be across AI innovations.
Do we know what we’re talking about?
· Which tool of the toolbox of AI are we talking about in relation to an EMR? The discussion highlighted that people are generally in favour of scribes, as long as there is validation of the data, ideally by both the clinician and patient. It’s important we understand what we’re talking about. The Artificial Intelligence in Health Care – an Introductory Guide for Consumer and Community Representatives is a great start. 
Concerns
“The latest thing”
· AI is seen as a panacea, but it may not solve any of our problems and may in fact create new ones. 
· AI errors or fabricated information (“hallucinations”) are concerning, as well as nuance and complexity of managing more than one complex or chronic condition.
· Also, AI will continue to draw the same wrong conclusions/diagnoses if wrong data it continues to use wrong data, such as erroneous diagnostic test results. There needs to be a mechanism to correct/update data to reflect current relevant information. 
· A key question to ask is, what is the evidence that this AI innovation is making things better for consumers? How is this being evaluated from a consumer perspective? How are consumers being involved from the very beginning of AI tool development? 
· Will the quality of care be negatively impacted by AI? 
Bias
· Will AI perpetuate rather than eliminate bias? What training protocols will be put in place to support health services to make things better, not worse with AI innovations?
Mental Health supports
· How will mental health AI tools be developed?  Care needs to be taken to eliminate stigma, to adhere to evidence based practice, and set guidelines for when and how it is used. It cannot be a replacement for one-on-one therapy.  
Privacy
· There were concerns about the confidentiality of our EMR data used to train AI innovations. Will our data be de-identified? How can the security and privacy of our information be assured?
Patient Experience
· Human connection is key in health care. There is a concern that AI will reduce our interaction with clinicians, rather than increase it, that AI will miss the nuances. This is particularly important in mental health because it is the ability to interact with other humans that is a key factor in how we can function in the world. Translating tone, choice of words and body language is not a strength of AI (at the moment).
Informed consent
· There needs to be clear consent processes – both opt-in and opt-out - about the adoption of AI technologies. It needs to be suitable for older people, those with decision-making barriers etc. Not tick-box consent, we need informed consent.
· As a new innovation, some of us may feel we are left behind, especially older people. We need education to know what we are consenting to.
· What about consent to the use of our medical records to build/train AI tools? Is this something hospitals and health services need to do or are our medical records data considered to belong to the hospital/ health service?  Who owns the data?
Broader System
· If we’re integrating AI into an already flawed system, then the outcome is going to be flawed. AI is not a fix for structural issues.
· We need to ensure that all AI interfaces are able to inter-operate and talk to each other; this may require oversight to ensure this happens consistently.
Governance and Regulation
· AI needs to be implemented in a measured fashion with the right governance and testing. There are federal and state government standards about use of AI. How well do we know these are being adhered to? Are regulations and standards keeping up with the rapidly evolving pace of AI?
· How robust is self-assessment? Consumers need to be included in governance oversight processes in an ongoing way.

Pace of change
· Some of us feel things are going too fast, others don’t want perfect to get in the way of good, of getting something that will advance the healthcare delivery in the state. AI is rapidly evolving, and we don’t want to be left behind. It’s key that we have a robust risk/harm matrix to ameliorate any potential negative impacts of new AI interventions. Clinicians obtaining consent from the patient to use the AI transcription tool in a session is already happening, but implementing more complex digital and AI tools the future is well beyond that.
De-skilling doctors
· If we use AI to do discharge summaries, will we de-skill the next generation of doctors who will miss that skill set of developing patient summaries
Liability when AI goes wrong
· What will happen if, for example, AI doesn’t correctly diagnose a patient, and this leads to preventable harm? Where does liability sit?
· If our data is used to build AI systems, and our data is incorrect, would we be liable?
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